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ABSTRACT

During Operation Desert Storm, numerous incidents
of forces of the same side firing on each other
occurred. These incidents of "friendly fire" accounted
for 80% of the American armored vehicle losses and 107
American casualties. Determining the cause of these
incorrect recognitions is important to prevent further
needless losses.

Ten Army officers attending The Pennsylvania State
University participated in a study to determine the
perceptual and cognitive processes that occurred when
recognizing armored vehicles. The subjects responded
to vehicles as friend or foe when presented with 35mm
slides at presentation times of 500 ms and 100 ms. The
proportion correct, mean RT, d', and a values were
calculated.

The results revealed that dual process processing
occurred for the different type vehicles. Foe vehicles
were better recognized when presented as a single
component, the turret. Friend vehicles were better
recognized as whole forms. The implications of these
results are that separate training and search
strategies should be employed depending on the type of
vehicles which are being searched for. In the civilian
sector, there are implications for how visual search

and inspection are done in industry.
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Chapter 1

INTRODUCTION AND BACKGROUND

The purpose of this study is to examine the
problem of vehicle recognition on the battlefield.
This study will examine the scope of the problem,
provide some background on the factors affecting
recognition, and examine some of the areas requiring

study to solve the problem.

1.1 Problem Statement

The task of recognizing an armored vehicle under
the extreme conditions of combat has been of concern
since the first tank versus tank battle occurred in
World War I. The ability of the crewmen in a tank or
other armored vehicle to correctly identify a vehicle
as friend or foe impacts on tactical success. The
recognition problem extends to others besides armor
crewmen. Infantrymen, equipped with lethal anti-armor
systems, must also be able to perform vehicle
recognition on the battlefield. The addition of Close
Air Support by aircraft on the battlefield adds another

highly lethal element to a situation which is usually




chaotic at best.

Recent events in the Gulf Conflict with Iraq
clearly show that, even under the most favorable of
circumstances, the possibility of fratricide within
friendly forces is immense. Fratricide, or friendly
fire, is the situation in which forces are engaged by
other forces of the same side. The U.S. and its allies
incurred numerous casualties during both the air war
and ground phases of the campaign due to fratricide.
During Operation Desert Shield and Desert Storm, nearly
a quarter of American casualties were the result of
friendly fire (Harmeyer and Antal, 1992). Thirty-five
of the 148 Americans killed were killed as the result
of friendly fire. 1In addition to the deaths, 72 out of
467 Americans were wounded by friendly forces.
Officials said American forces accidentally destroyed
nearly 80 percent (27 out of 35) of all the M1Al Abrams
tanks and Bradley Fighting Vehicles lost in combat.
This fact is much more telling given that Iragi cannon
fire could not even penetrate American tanks.

With the presence of all the new technologies
available with sensors and electro-optics, the primary
means of identifying armored vehicles during Desert
Storm was still visual. The ultimate decision on
whether a vehicle was a friend or a foe was still made

by the human being. The ability of the human operator




3
to make these decisions varied greatly. Each situation
involved a number of perceptual and cognitive factors
that greatly influenced the decision which was made.
Training for vehicle identification has always focused
on identifying U.S., allied and "threat" vehicles by
predominant features or silhouettes. A search for
better methods to perform this training and the need to
gain greater insight into the requirements on the human
being is essential. As the incidents of fratricide
which occurred in Operation Desert Storm showed,
improving human performance in vehicle recognition has

the ultimate human factors implications: life or death.




Chapter 2

LITERATURE REVIEW:
FACTORS AFFECTING ARMORED VEHICLE RECOGNITION

2.1 Human Information Processing

Wickens (1984) described a model of the stages of
human information processing in detail (Figure 1).
Examining each stage of the provides insight into how
the overall model operates and its implications for
scene recognition.

A physical stimulus presented to the sensory
receptor is transformed within the retina of the eye
into the appropriate neural signal. In the case of a
visual input the physical stimulus is stored in short-
term visual sensory stores (SSTS). This veridical
representation, preserving original scene details, is
stored in the form of an iconic representation. This
iconic representation is then perceived. Attentional
resources are required following the SSTS for
processing to occur efficiently. Attention chooses the
information to be processed and is a resource of
limited availability. There are a number of top-down
processing factors which influence the perception of

the representation.
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Top-down processing results from the observer bringing
knowledge to a perceptual event. This knowledge can
influence how a stimulus is perceived and whether the
perception is correct or incorrect. The knowledge of
what is being perceived, as stored in long-term memory,
strongly shapes what parts of the stimulus are further
processed. These selected parts are then transferred
to short-term working memory. In working memory, the
visual representation is matched against stored
representations in long-term memory. Recognition
decisions are made when this new stimulus adequately
matches a representation. The point between decision
making and response execution is a critical junction in
the sequence of information processing. The decision
to initiate the response is separate from the
execution. Once this match occurs, response execution
follows. At this point the cognitive process shifts to
a physical output.

A similar model on human information processing
and the relationships within the processor was
developed by Card, Moran, and Newell (1986). The
model, like the one Wickens presents, is based on a
systems approach to information processing. There are
three subsystems in the model: (1) the peqceptual
system, (2) the cognitive system, and (3) the motor

system. This model outlines the time durations that




occur within each of the processors. The perceptual
system consists of sensors and the associated buffer
memories. The most important for visual information is
the visual image store in working memory.
Representations within the visual information store
will decay within about 200 ms (with a range of 70-1000
ms). After this decay time, less than 50% of the
information in the visual information store can be
retrieved. The implications for testing are that the
longer a subject takes to respond to a visual stimuli
that is no longer present, the less this information is
available. Within the perceptual processor,
information about the physical world is translated into
internal representations. Within the perceptual
processor, the cycle time is approximately 100 ms.

This represents the time from when the image strikes
the retina, is available to the visual information
store, and the human claims to see it. These
representations are then passed to the appropriate
image store in working memory. The cognitive systems
receives these coded internal representations from the
sensory stores in working memory and matches them to
stored representations in long-term memory. Once
decisions are made the motor system carries out the
response. This model of the human processor is shown

in Figure 2.
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2.1.1 Processing Models

Card et al. noted that the processing of
information is not strictly mechanistic activity. Some
tasks require the human operator to behave like a
serial processor while others allow the human operator
to process information in a more integrated and
parallel fashion.

In performing serial processing, the observer
compares one component of the stimulus object at a
time. In this case the greater the number of
components, the greater the time required to process
the stimulus. The serial exhaustive memory scan
requires the observer to scan a positive set and match
what he is observing against it (Sternberg, 1969,
1975). According to the serial exhaustive search
model, a memory scan of the positive set is made in a
sequential fashion, with each comparison of the stimuli
resulting in either a match or mismatch of the positive
set. Sternberg identified the time of each comparison
as being a finite and constant. Reaction time increases
in a linear fashion based on the increase in set size.
Using digits, Sternberg found the comparison time to be
about 38 ms per comparison. The positive and negative
response functions will result in equal slopes in the

exhaustive search model.
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When parallel processing occurs, all of the
components can be processed simultaneously. The effect
on processing time in the case of parallel processing
would be that the RT values would remain constant
regardless of the number of components or elements
being processed. There are a number of variables that
can enhance parallel processing. Information that is
within 1 degree of visual angle of a focused target
will receive parallel processing (Broadbent, 1982).
Another example of parallel processing was demonstrated
by the Stroop effect. When asked to respond to color
words (e.g. blue) with different color ink, subjects
showed a response conflict when the word and ink were
not the same. When the word and ink were the same
there was a redundancy gain (Keele, 1972). sStimuli
that have the same implication for action show a
redundancy gain.

During a study of armored vehicle recognition,
Johnson (1981) felt the recognition task was similar to
the modern view of choice information processing. He
felt it is relevant to the acquisition task to view the
process as a serial exhaustive memory scan. During
this study, Johnson presented 12 subjects a positive
set consisting of four NATO origin vehicles (M60Al,
M551, AMX-30, Leopard) which were identified as the

positive set. A negative set of four Warsaw Pact
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vehicles (T62, T55, T10, PT76) was also used. The
subjects responded to the vehicle as part of the
positive set or negative set. Reaction time was the
dependent variable. The results showed that the slope
of the function relating RT to set size was .17 seconds
for both the positive and negative set; meaning that

the larger the set was, the longer the choice took.

2.1.2 Signal Detection Theory

One of the outgrowths of information theory is
Signal Detection Theory (SDT). This complex
psychophysical procedure, allows the expression
precisely and quantitatively of what information is
contained in a stimulus (Green and Swets, 1966). By
defining a stimulus's information, the upper limit of
the observers performance can be determined. With this
upper limit determined each observer's performance can
be measured against a theoretical perfect observer who
would use all the information available. Geisler
(1989) used this technique to determine information
loss in the psychophysical analysis of the stages of
visual processing. Other applications have involved
radar contacts (Mackworth, 1948), and detection of
abnormalities on X-Rays (Parasuraman, 1980).

SDT can be applied to any perceptual activity in
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which there are two or more discrete '"states of the
world" (Wickens, 1984). These two states of the world
are termed as signal and noise. The stimulus is
presented and the observer must make a "yes" or "no"
determination on whether the stimulus was the
designated signal or not. The relationship between the

presence of a signal and responses is summarized in

Table 1.
Table 1
Signal Detection Definitions
Signal Status Response Definition
Present Present Hit
Present Not Present Miss
Not Present Present False Alarm
Not Present Not Present Correct Accept

As Table 1 shows, there are four possible outcomes
in signal detection theory. Correctly identifying a
signal as a signal is a "hit." Incorrectly identifying
noise as a signal is termed a "false alarm." Correctly
identifying noise as noise is termed a "correct
reject." Finally, failure to recognize a signal as a
signal is a "miss."

An SDT experiment provides at least two
independent measures of observer performance. The

theory uses Hit Rate (HR) and False Alarm Rate (FAR) to
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calculate to normalized measures. One measure 4',
reflects the observer's sensitivity or sensory capacity
for the particular stimulus. This measure is the
absolute sensitivity of the observer. The d4' is a
relationship between HR and FAR. Some examples of

different d' values are seen in Table 2.

Table 2
Signal Discriminability (d') for
Various Tasks (Craig, 1984)

Task Estimated d'
Sonar Operation 2.0-3.0
Glass Inspection 1.4
Solder Inspection 4.1

A "rule of thumb" for interpreting d' values with task
difficulty levels reveals d’' value levels ~f <1.5 are
very difficult and >3.5 are very easy (Craig, 1984).
The other measure, Beta (B) reflects the
observer's criterion for acting on the information
provided by the stimulus. While d' is an absolute,
Beta is relative can be manipulated within an observer
by instructions, costs and payoffs, and relative
probabilities. The criterion can be expressed as an
Optimal Beta (B*). The pB* is an evaluation of the

probabilities of signal and noise with the additional
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factors of the values gained and costs of the decision.
A 8* of 1 would represent the situation where the

values and costs are the same.

2.2 Tank Recognition

The most important requirement for analyzing a
problem is to understand what the boundaries of the
problem are. The concept of recognition differs from
other aspects of visual performance on the battlefield.
Recognition is simply determining whether the vehicle
is friend or foe. This differs from acquisition or
identification of the same vehicle or object.
Acquisition is simply determining the presence of a
vehicle. The identification task is a step beyond
recognition. Identificatiiva requires determination of
the specifics of the vehicle (i.e. nationality, model,
etc). These relationships can best be seen in the
conceptual model developed by Maxey et al. (1976, Table
2). This model outlines the entire process through
which the armored vehicle crewman would follow during a
typical tank versus tank engagement on the modern
battlefield. Using this model as a guide, it is clear
that the recognition task provides the critical middle

phase between acquisition and identification.
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Table 3
Target Acquisition Process Model (Maxey et al., 1976)

I. Surveillance and Search
I1. Detection
III.Target Determination
a. Classification (Type)
b. Recognition (Friend/Foe)
c¢. Identification (Vehicle name/number)
IV. Target Engagement
a. Primary Fire Commands
b. Subsequent Fire Commands

V. Acquisition of a New Target

The initial decision of whether to engage a target or
not begins with recognizing it as friend or threat. 1If
a failure occurs in the recognition task, it can set in
motion a series of events which result in a "friendly
fire" (fratricide) incident.

Recognition requires the observer to make the
simple choice of friend or foe. When attempting to
identify a tank, the number of choices increases
dramatically to include type of vehicle, nationality,
etc. The amount of detail required in the vehicle
recognition task are primarily global in nature. Going
beyond this to the next step of e act i1dentification
usually requires more than simple global representation
unless the global parameters are so unique that they
are unmistakable.

In recognition memory, one does not assess the
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correctness of a decision is not assessed. Rather one
makes a decision concerning whether or not a physical
stimulus "matches" a trace in the memory (Wickens,
1984). Memory load is required to match a stimulus to
a trace in the memory. The observer must have a clear
and defined knowledge of what the positive set is
composed (Jung and Goldberg, 1987). Any observer in
the vehicle recognition task then must have an
established knowledge of what will be both friend or
foe.

* * *
It is predicted that SDT will be able to provide
an indication of human processing performance. The d'
will not be any better for whole vehicle views than for
turret-only views. The flank view d' will be higher

than for frontal views. The Beta will be cautious.

2.2.1 Image Representations

The form in which the image is presented to an
observer effects how well an object is recognized. A
full three-dimensional image is not always the best way
to present an image. In some situations a simplified
line drawing is as good as if not better than another
moere detailed type of image. In a comparison of

professionally photographed color images and simplified
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line drawings, recognition mean reaction times and
error rates were similar between the two type of
stimuli (Biederman and Ju, 1988). Both of the stimuli
were presented at various presentation time to the
subjects. The subjects then had to correctly identify
the stimulus. The similarity of the resultant reaction
times and error rates strongly supports the view that
initial access to a mental representation of an object
can be modeled as matching a edge-based representation
of a few simple components. These edge-based
representations are sufficient for initially accessing
a stored mental representation. Similar results were
determined in other studies by Ullman (1984), Biederman
(1987), and Witkin and Tennenbaum (1983). Recognition,
at least on the most basic level, is based on a edge-
based or contour representation of an object. Studies
of complex figures have shown that the nuances which
are not adequately perceived or retained are internal
details, within an outer contour. The fact that the
internal details of the figure are not retained as well
as the edge-based features is significant (Rock,
Halper, and Clayton, 1972). With equal levels of
resolution, there is no difference in recognition
performance between black-and-white photographs,
complex, embellished line drawings, or unembellished

line drawings (Nelson, Metzler, and Reed, 1974). The
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initial access to an objects stored representation can
be sufficiently activated by edges alone. This was
confirmed again by Pezdek et al. (1988) when they
compared simple and complex pictures. Recognition
sensitivity (d') was greater for the simple pictures
(2.03 versus 1.18). The expianation was that simple
pictures more readiiy access the representation encoded
and retained in memory. The elaborative information in
complex pictures was not needed to activate the stored
representation. The elaborative details appeared to be
more difficult to retrieve. The initial access is
strongly determined by simple representations of the
image.

The discussion of which patterns or features are
actually critical to a recognition task is open to
debate. Krause (1965) develops a fairly comprehensive
list that is shown in Table 4. This list provides a
number of perceptual factors that impact on visual
performance. When the observer is searching for a
target on the battlefield, there are many factors which
influence visual tasks. Most, however, influence the
initial acquisition (detection of the presence) of an
object. Once the object is located, recognition is

required.
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Table 4
Critical Patterns and Features (Krause, 1965)

Target Size

Target Shape
Target/Background Contrast
Field Location

Target Orientation

Edge Gradient
Target/Contour Complexity
Display Resolution
Texture

Brightness

Atmospheric Attenuation
Display Size

Number of Confusion Objects
Signal-To-Noise Ratio
Display Illumination
Presentation Mode

¢ & @ & @ & & & o & © O 0 O o o

In recognition, the observer relies mostly on the
factors which provide the most basic qualities of the
object: size, shape and edge gradient. These activate
the initial access required to match the stored mental
representation.

There are very powerful criterion effects involved
during the recognition task on the battlefield.

Because of the extreme costs from which an incorrect
recognition could result, the observer has a very
strong bias to identify a vehicle as a foe if any doubt
exists. In a tactical situation there is also a strong
top-down or conceptually driven process. Decisions
previously made or information already stored in memory
influence perception (Bobrow and Norman, 1975). There

is a great deal of uncertainty on the battlefield and
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based on training, a gunner naturally expects anything
in front of him to be enemy. The perception of what he
sees is strongly shaped by this knowledge. This
requires the context of the recognition task to be more
fully understood in order to make the correct decisions
at the critical times.

* * *
It is predicted that line drawings emphasizing the
edge-based features of the armored vehicles will be
sufficient to access the memory trace in long-term

memory.

2.2.2 Selective Attention

Attention can be defined as the selective aspect
of perception and response and is on the basic
perceptual level (Treisman, 1969). One of the key
factors contributing to the recognition of an object is
attention. For an object to be recognized, attentional
resources must be directed towards it. Treisman
accepts the concept of a number of different perceptual
analyzers, each providing a set of mutually exclusive
descriptions for a stimulus. Judgements about
different dimensions and/or components appear to be
made independently with little or no interactions

supporting the concept of separate analyzers.
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The direction of attentional resources toward a
specific processing stage can be described using a
searchlight metaphor. Everything that falls in the
searchlight beam is in the consciousness for that time
(Wachtel, 1967). Within the context of the searchlight
metaphor for directing attention, the direction of the
searchlight beam is guided by an internal model
(Wickens, 1984). The channels that are sampled are
selected because of the observer's model of the
statistical properties of the environment. Selective
attention can take the form of four functionally
different types: the selection of outputs of perceptual
organizers, the selection of which inputs to analyze,
the selection of the type of analyzers, and which tests
to make and which targets to identify. The type of
attention most relevant to this study is the selection
of which inputs to analyze. 1In the selection of
inputs, the type of attention defines the inforwration
looked for. The items are identified by critical
features. "Filter theory”" is the term used to describe
how attention can be applied to particular channels of
information (Broadbent, 1958). Sperling (1960) asked
subjects to report whole or partial sets of letters
presented tachistoscopically on the basis of their
position in the display. Since the same analyzers

would be used for many of the letters, it would appear
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logical that the fewer the letters the better the
results. The subjects reported a much larger
proportion of the selected subset than of the total
display. Here the selective cue must have affected the
perception. The different cues did not show the same
increase in accuracy of the report.

Increased evidence supporting the selective
process of viewing was developed by Neisser and Becklen
(1975). The basis of their study was that a perceiver
can pick up certain information about an object and use
it to construct a representation. Noncritical
information will not be used to recognize an object
(Neisser, 1969). In Neisser's study, subjects looked
at two superimposed video screens, on which two
different scenes were occurring. The objective was to
attend to the action of one scene and to ignore the
other. Subjects had little difficulty in following a
given episode to which they were to attend, even with
another episode superimposed over it. When attending
to one scene and ignoring the superimposed episode,
only 3% of the targets were missed. These results
indicate that an observer can attend to specific
critical events while ignoring others. One event is
perceived because attention is selectively applied to
the relevant information while the other information is

ignored. These findings are particularly relevant to a
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recognition task in which the observer can pick a
single critical element for recognition and ignore the
other less informative elements. In the current
armored vehicle recognition study the critical element
is the turret.

Rabbitt (1964, gave further evidence to the
ability of observers to identify certain symbols while
ignoring others. 1In a comparison of cue sampling,
subjects were required to sort cards into piles based
on the presence of relevant letters on the cards among
irrelevant letters. The subjects consisted of 12 male
undergraduates and 4 members of the Royal Navy. The
results indicated that the learning of specific cues
results in the ability of the subjects to rapidly sort
the cards. These results give further evidence to how
effective it can be to selectively attend to a specific
cue or feature during a search task.

* * *

It is predicted that the subjects will be able to
selectively focus their attention on a single component
of the armored vehicle. Since the most dominant
feature on the vehicle is the turret, the subjects will
selectively focus their attention on the turret and use

it for the primary recognition of the vehicle.
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2.2.3 Eye Fixations and the Locus of Attention

Areas of unusual details and unpredictable
contours received more fixations than areas of
redundant information and areas of mere texture
received very few fixations (Mackworth and Morandi,
1967). Perception is not passive sampling, it is
interlocked with memory to the extent there is no
perception without recognition (Hake, 1957). Vision
systematically selects parts that lead to the greatest
coherence. During their study, Mackworth and Morandi
used 20 subjects and determined their visual and verbal
choices of the areas of relative importance in the
stimulus pictures. Visual choices were recorded using
a photograph by a stand eye-camera of fixation
locations. Verbal choices were based on a subjective
rating of the importance of each portion of the
stimulus photograph. The stimulus photograph was
divided into 64 squares of equal size. A few regions
in each of the pictures dominated the data. As may as
60% of the fixations fell on just 10 squares, that is
two-thirds of all fixations on just about one-tenth the
area. Fixations were occurring at a rate of three
fixations per second. The areas to which the fixations
were directed were those in which the contours were

unique and unpredictable. The subjective evaluations




25
of what the subjects deemed important strongly
indicated that contours were more valuable than any
other type of info provided by the pictures.

Certain areas of a photograph will receive very
high informative ratings while others were ranked very
low. This combination of eye fixation readings and
subjective evaluations continues to support the edge-
based argument for recognition (Pollack and Spence,
1968). The contours (edges) of objects shown within a
picture received the highest subjective ratings and
provided the most information and therefore attracted
the most attention. Most of the informational content
occurs at locations of contour changes along the edge
of a drawing (Attneave, 1954). Mackworth and Morandi
concluded that peripheral vision edited out predictable
contours, as well as areas of smooth texture.

Fixations occurred very rapidly in all the informative
areas, within the first 2 seconds of viewing the scene.
The critical finding is that there are areas within a
picture that dominate the attention of the observer and
allow recognition without fully viewing all areas of
the picture.

In attempting to measure how and when fixations
occur in a scene, Loftus and Mackworth (1978) measured
fixation location and duration when subjects viewed a

specific scene. Their results support the previous
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studies in that they found that observers fixate
earlier, more often, and with longer durations on
certain informative areas of a scene. In this study,
12 subjects were required to view 78 separate pictures.
The eye movements were recorded using a digital,
pupillary-reflection camera. Informative objects,
those with a low a priori probability of being in the
picture, were found faster. The advantage of
informative over noninformative was significant by a
sign test (2=2.54, p<.0l). With respect to the
subjects, 8 of 12 subjects fixated the informative
object earlier. The advantage of informative objects
was again significant (t(11)=1.80, p<.05). Fixation
also tended to be longer on the informative objects
(F(1,11)=8.23, p<.05). The authors suggest that during
a recognition task, attentional allocation is related
to memorization strategy. Since recognition requires
separating the object from other similar objects in
memory, the most efficient strategy would be to encode
those areas that are least likely to appear in the
other similar objects. It is these objects that would
be the most informative. The implications for the
armored vehicle recognition task is that of all the
features on a tank, those that have the lowest degree
of similarity are the turrets. Using the results from

Loftus and Mackworth, it is proper to assume that the




|

27
turret would receive earlier and longer fixations.
Recognition by this single component would not be
impossible.

* * *
It is predicted that tachistoscopic presentations
will require subjects to fixate on the most informative

areas. This most informative area will be the turret.

2.2.4 Impact of Components and Parts

Observing armored vehicles on the battlefield
presents the observer with a large number of viewing
situations. Because of terrain and the effects of dust
and smoke the observer rarely can see the entire
armored vehicle. Most of the vehicle can be obscured
and the observer must make many recognition decisions
seeing only one or two parts of the vehicle. A
detailed analysis of vehicle recognition requires a
fuller understanding of how parts and components effect
recognition on the battlefield. On the battlefield,
the recognition decision must be made quickly. Entire
engagements between two vehicles can last much less
than 10 seconds. Within this 10-second interval the
target must be acquired, the gun system loaded and
aimed at the target, and the weapon fired. The gunner

has very little time to try and determine exactly what
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a vehicle is. Complicating this task is a great deal
of environmental factors such as dust and poor
illumination.

There are two views on how an observer will view
an object. One view is that the overall shape of the
vehicle must be taken into account when perrorming this
task. The other view holds that each element has some
value to overall image viewing and must be viewed as
critical. At one extreme is the structuralist position
that th2 percepiion of whole figures is nothing more
than the concatenation of primitive perceptual
elements. At the other extreme is the Gestalt position
that the perception of whole figures is an indivisible
entity whose proper ies are not determinable from the
properties of their components. The key elements of
form and structure will have a great impact on how an
observer views the object.

A theoretical framework that synthesizes the
holistic and structuralist approaches to reccgnition
can be developed (Palmer, 1977). At each level in a
hierarchy, structural units are defined as a set of
global properties and atomically as an organized set of
parts. These parts are the structural units at the
next-lower level in the hierarchy. The structural
units are considered to be analogous to Miller's (1956)

construct of chunks. This concept results in the
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development of a hierarchal structure of parts and
wholes, each of which has a representation of holistic
properties as well as component structure. Using
simple straight-line figure combinations as stimuli,
Palmer examined the parsing of figures, part goodness,
and part verification reaction times. The results of
his experiments strongly indicate the importance of
selective organization in perceptual representation and
processing. Parsing appears to follow the Gestalt
claims of natural groupings. The subjects were
generally able to be identified perceptually as
"triangle finders" or "box finders." This is because
of the familiarity of triangles and boxes as frequently
used parts and because their segments are highly
compact. The evaluation of part goodness showed
significant differences in goodness of sub-elements
within the same figure. The result demonstrates that
the goodness of a part depends not only on the
properties of the part itself, but also on its
relationship to other parts in the same figure.
Reaction time evaluations of part probes revealed that
part goodness was a key factor in allowing the subjects
to respond more quickly. Positive responses to good
part pairs were 500-600 ms faster than for bad parts.
This clearly showed that perceptually a good part is

processed and recognized faster than the bad part, as
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if good parts are processed in a qualitively different
way from bad parts. Perceptual processing therefore
has a strong component that emphasizes parts of figures
as a key to processing a visual image.

The key role that parts plays at the basic level
of perception was examined by Tversky and Hemenway
(1984). Parts underlie various empirical operations of
perception, behavior, and communication that converge
at the basic level. With respect to perception, parts
influence the ultimate shape of larger objects. Using
Rosch et al. (1976) in which basic level categories
were found to have the most recognizable shapes,
Tversky and Hemenway developed a series of studies in
which they examined the impact of basic level
categorizations. Subjects were required to develop
attribute lists of general categories of objects. At
the basic level, over 52% of the attributes for an
object were parts. The general processes for
recognizing an object are based on the parts that the
object is composed of. 1In all cases at the basic
level, parts were more predominant than other features,
such as colors, for developing a taxonomy for an
object. An analysis of a good part resulted in most
subjects agreeing on the goodness of the parts
presented. The parts presented were common objects

such as furniture and clothing. Subjects responded by
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listing the parts and identifying which parts were
good.

Functional significance seems to play a key role
in the subject's goodness rating. The best part of the
chair was the seat, the best part of the pants were the
legs, etc. A case can be made that the best part is
the most perceptually obvious and functionally the most
important. This is important for the current study
where the importance of the turret in recognition of an
armored vehicle is being examined. The turret is both
the most perceptually obvious feature on the armored
vehicle and the most important component functionally.
The turret's location makes it stand out to an
observer. The hull and the suspension system appear as
a single solid mass, particularly at greater distances.
The tu.ret is the component that stands out most
because it is distinctively separate from the
combination of the hull and suspension. This should
give the turret a high goodness rating among the parts.
The way forms are parsed into parts by geometry and or
surface appearance plays a role in how the parts are
recognized and processed. Parts parsed through local
minima in contour or wholeness appear to influence how
they are recognized. These parts appear to be better
cues to memory for the whole form (Bower & Glass,

1976); they are more quickly identified as being part
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of the whole (Palmer, 1977). These two points provide
evidence that the part can be used to recognize the
whole just as efficiently and also possibly more
rapidly. Further evidence indicates that in the task
of object recognition, the visual system decomposes
shapes into parts. It does so using a rule defining
part boundaries rather than part shapes. Parts with
their descriptions and spatial relations provide the
first index into a memory of shapes (Hoffman and
Richards, 1985). Simple line drawings are sufficient
because the visual system exploits the regularities of
nature in two ways: they underlie the mental categories
used to represent the world and they permit inferences
from impoverished visual data descriptions of the
world. Parts are useful because the image rarely
presents its entire form for view. The rear is almost
never present, yet objects are recognized based on the
number of parts available. Using a minima rule, parts
are divided along contours of concave discontinuity.
Hoffman and Richards (1982) examined the importance of
parts in terms of the development of artificial
intelligence, parsed parts along the lines of geometry
or wholeness have played an important role in the
structural descriptions of objects. Tversky and
Hemenway conclude that when people think about entities

at the basic level, parts are the critical information.
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Parts are the key element that are structured in order
to comprehend, infer and predict function.
* * *

It is predicted that a single component is
sufficient to recognize a total object if the component
is critical. The turret is this component on an
armored vehicle. The turret stands out from the other

components of the vehicle.

2.2.4.1 Theory of Recognition by Component

One of the more recent attempts to explain how
humans perceive objects has been proposed by Biederman
(1987). In his theory of Recognition-by-Components
(RBC), the perceptual recognition of objects is
conceptualized to be a process in which image input is
segmented at regions of deep concavity into an
arrangement of simple geometric components. In order
to support this theory, Biederman developed a schematic
model of the presumed subprocess by which an object is
recognized. This model is shown in Figure 3.

The early edge extraction stage provides the line
drawing description of the object. The parsing of this
image is performed primarily at concave regions.
Concave regions are those in which the line of the part

or component turns inward. These parsed regions
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provide the components critical to initial access to
stored mental representations. The stages up to and
including the identification of components are a
bottom-up process. Beyond that, the arrangement of the
components is matched against a stored representation
in memory.

The fundamental perceptual assumption of RBC is
that the components can be differentiated on the basis
of perceptual properties in the two-dimensional image
that are readily detectable and relatively independent
of viewing position and degradation. These perceptual
properties include: good continuation, symmetry and
regularity. The components that are parsed out of an
object have been called "geons" by Biederman. There
are about 36 of these geons in RBC and they supposedly
can be derived from the readily detectable properties
of edges in two-dimensional images. This again
stresses the importance of edge-based detectors as a
key to successful recognition.

Biederman presented a series of trials in which
subjects were verbally recognized an object after a
500ms presentation of various numbers of the components
that made up the object. Error rates were reduced when
more components were shown. Error rates overall were

modest.
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When objects that had six to nine components were
presented, accuracy rates above 90% were obtained when
only three or four of the components were presented.
Mean correct RTs showed the same trend.

Initial access to a mental representation could
be: (a) gained with only the presentation of only a few
components even with brief exposures, and (b) line
drawings were sufficient to activate this mental
representation. When components are in their specified
arrangement and they can readily be identified, object
recognition will be fast and accurate (Biederman,
1987).

It is important to recognize which component is
the critical feature of the vehicle. This would permit
the development of a mental strategy for viewing. The
detail of an image must be sufficient to represent the
vehicle's critical features, but not so much as to add
undesirable complexity to the image. The critical
features (or distinguishing features) of an armored
vehicle can be as global as turret shape or hull shape,
or may be as local as the position of the bore
evacuator on the gun or the position on smoke grenade
launchers on the turret (Kottas and Bessemer, 1981).
Two facts with armored vehicles have been revealed.
First, in viewing an armored vehicle, flank or oblique

views provide the most information because a larger
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number of the critical features are able to be viewed.
The flank and oblique views present a larger visual
cross-section and therefore provides a greater number
of cues on which to base the decision. Second, in a
combat environment at and beyond 3 km, the critical
features that provide reliable information are: turret
shape and location, the main gun and fender skirts (if
any). Using scaled ranges and vehicle models, Kottas
and Bessemer found that these critical features were
the only ones that could be reliably seen at the
extended ranges which would occur in combat.

* * *
It is predicted that when only the turret is seen,
RT and accuracy rates will be the same as when seeing

the whole vehicle.

2.2.5 Complexity

Complexity is a critical issue when viewing
an armored vehicle. By its very construction, the
armored vehicle represents an object that is composed
of many sub-elements and parts. The complexity of the
armored vehicle appearance is increased by a number of
additional factors such as camouflage paint patterns.
The complexity of a figure impacts on how that figure

is processed and therefore on subsequent performance of
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any memory recall task. All patterns, regardless of
what they are, possess some degree of complexity. The
key is to what extent that complexity aids or hinders
in the recognition task. The determinants of pattern
complexity can be separated into quantifiable variables
(number of turns, amount of contour, and horizontal and
vertical symmetry). This establishes an upper bound on
complexity. When subjects were required to look at a
stimulus of 6 X 6 matrices of black and white squares,
each with 12 black squares. Each subject was required
to subjectively provide a magnitude estimation of the
complexity of the pattern presented. The patterns were
judged more complex if there were a greater number of
turns or corners, greater area, and less symmetry
(Chipman, 1977).

More complex figures do not establish adequate
mental representations in memory. When a subject was
presented a complex figure and then required to select
the same figure from a sheet containing the figure and
a number of similar figures, the more complex the
figure, the less the ability to recognize the figure
(Rock, Halper, and Clayton, 1972). Figures with an
outer contour alone were seen and recognized better
than those with additional lines enclosed in the outer
contour. With a single exposure it is the components

of complexity such as interior contour and slight
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variations in exterior contour that are not remembered.
Applying this to the image of an armored vehicle,
turret shape would be remembered while some of the
details such the presence of smoke grenade launchers,
vision blocks, etc., should not be adequately perceived
and therefore matched to a memory trace.

This is supported by studies at the United States
Army's Armor School at Fort Knox, Ky. The Armor School
is the primary training center for the armored vehicle
crewman who must make the recognition decisions on the
battlefield. The complexity of the figure detracts in
recognition. Kottas and Bessemer (1980) found that
when training armored vehicle recognition the use of
excessive detailing produces negative results by having
the observer depend upon information that will not be
normally available. This is important to recognize
because training with more simplistic or even single
component views may be more beneficial for increasing
observer performance.

* * *

It is predicted that reducing the complexity of a
vehicle image will result in better performance in a
recognition task. Two methods of complexity reduction
used here are single component and edge-based images.
The single component of the tank that will be presented

will be the turret.
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2.2.6 Exposure Duration

Another element that is particularly relevant to
this the recognition task is how perception is
influenced by viewing or exposure time. Several
factors are influenced by exposure duration: First,
novel figures viewed only once establish relatively
enduring memories, certain nuances of more complex
figures do not seem to establish adequate traces at
all. Secondly, during an exposure, the characteristics
of overall form and shape are the most enduring.
Thirdly, recognition is superior with the fewer the
number of test alternatives presented to a subject.
Finally, when presented with repeated exposure to a
complex figure, features would be noted on some
encounters that are not noted on others so that mere
repetition would lead to adequate t.ace formation
(Rock, Halper, and Clayton, 1972). These findings
indicate that performance in the vehicle recognition
task can be greatly enhanced by practice, however
reduced viewing time could prevent adequate trace
formation. This has "real world" implications for the
observer in a combat situation where the decision of
friend or foe must be made rapidly. Failure to do so
could result in fatal consequences.

The exact amount of exposure time required is
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important to understand. Reactions to a stimulus which
the subject feels a degree of liking with may be
acquired by virtue of experience with that stimulus
even if conscious recognition doesn't occur (Zajonc,
1980). These same reactions may well play a rcle in
how we recognize an object. During several phases of a
study in which 20 subjects were presented stimuli in
the form of 20 oriental ideograms, prior exposure
consistently affected recognition responses more than |
liking responses (Brooks and Watkins, 1989). Analysis
of the recognition ratings showed that prior exposure
frequency was significant (F(4,76)=60.69, p<.001).
Affect for a target could occur at very rapid exposure
durations. Seamon, Marsh, and Brody (1984) reported
that target selection by recognition required longer
stimulus exposures and improved as the durations
increase. The study had 180 subjects who viewed 20
irregular, eight-sided polygons presented

tachistoscopically for durations of 0, 2, 8, 12, 24, or

48 ms. Affect judgements rose quickly with brief
increases in exposure duration through the 8 ms
exposure and were significant (F(1,97)=4.95, p<.05).
Recognition judgements remained unchanged through 8 ms.
Beyond that point recognition improved sharply while
affection remained unchanged. For exposure durations

of 12 ms or longer recognition surpassed affect
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(F(1,57)=26.48, p<.05). The results show that
recognition requires a greater level of exposure
duration than affect. Recognition requires that the
stimulus is presented for sufficient time for the
stimulus to be matched to an established trace in
memory. Exactly what that exposure duration is open to
gquestion. During a study using common objects, a
150 ms flash presentation of scene